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Abstract—In this paper we present two algorithms that 
automatically calculate linear expressions for Time Series. To 
estimate the maximum number of terms of the linear 
expression and the intervals in which the series coefficients 
vary, the algorithms are based in the Box-Jenkins 
methodology. With this information and establishing 
beforehand the number of terms that are required, the Self 
Adaptive Genetic Algorithms are applied in several stages to 
obtain the series model. The proposed algorithms were tested 
in the Box-Jenkins classical examples, obtaining satisfactory 
results. It is worth it to mention that these algorithms allow 
treating series with time-dependent trends and variances. The 
methodology based on Self Adaptive Genetic Algorithms is 
used to estimate linear models for every example of NN3 2007, 
although in this paper we are presenting only the results of 
NN3-REDUCED.  

I. INTRODUCTION 
IME SERIES (TS) are models that allow the forecasting of 
the behavior of real data. In the specific case of linear 

TS, the value in a moment  shall be estimated as a linear 
expression of the values of a certain number of former 
measurements such as in (1).  Linear models of TS are 
important because there are numerous applications where 
linear estimations are enough [13], [14], in addition that they 
are widely used in industrial applications. The most classical 
reference for the treatment of linear models is [3]. 
Additionally, other methodologies use them to make 
forecasts [4], [15], [16] 

First of all, the problem in finding a good linear model for 
a series of data is that it requires the determination of how 
many and which terms are the most appropriate to solve this 
problem. Secondly, it is necessary to know in which 
intervals the coefficients of the linear expression are, and 
finally, to find the values for these coefficients that minimize 
the quadratic error for the whole history. In this way we 
have to consider a problem of non-linear optimization with 

variables in real intervals, whose limits shall be specified. 
This problem has multiple local minimums; therefore, 
proper optimization techniques are required. 
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To address this problem in this work, we first applied the 
main results of the TS statistics analysis [3], [10] in order to 
estimate which is the greatest number of terms that will 
appear in the series, and the intervals in which they vary. 

Next, in order to estimate the best coefficients of the 
linear expression, we used, in several stages, Genetic 
Algorithms (GA), which are techniques of optimization that 
implement global multi-point search, quickly locating areas 
of high quality. To have a GA successful implementation, 
we require estimating the value of certain parameters, which 
is done through several tests. In this work, we implement 
versions of Self Adaptive Genetic Algorithms (SAGA) 
because with these versions we eliminate the stage of 
repetitive tests that are required to adjust the parameters, 
thus achieving that the same version of the code solves any 
problem of TS linear modeling without the participation of 
the user. Regardless of the existence of papers where GA are 
used in TS like [5],[6],[11],[21],[22], it is important to 
mention that any reference of the use of SAGA in the area 
was found. 

The plan in this paper is the following. In the second 
section, the results of the Box-Jenkins (BJ) methodology 
that we use in our proposal are summarized. In the third 
section, we present the characteristics of SAGA that we are 
going to use. In the fourth section, we present the 
characteristics of the algorithms that we developed. 
Following, in the fifth section, we summarize the results 
obtained when we solved the classical examples that appear 
in [3]. In the sixth section we present the results of modeling 
the examples of the NN3 2007 reduced version; and finally, 
in the seventh section, we present the conclusions of this 
work. 

II. MAIN RESULTS OF THE BOX-JENKINS METHODOLOGY 
Univaried time series were analyzed using BJ 

methodology from the construction of equations in 
differences with an adding randomized component called 
white noise. From these models, the conditions under which 
the series have the stationarity property and the scheme that 
shall be followed to estimate the parameters of the model in 
particular are determined. The most general model is called 
ARMA (p,q), which indicates the presence of autoregressive 
components in the observable variable, , and in the white tz
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noise variable . A particular kind of model for stationary 
series corresponds to the autoregressive models (of p order) 
whose representation is given by the expression. 
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where δ y jφ  are constants that meet the following 

equations: 

1<jφ ,   
∑−

=
jφ

δµ
1

.       (2) 

and 

∑ < 1jφ  

µ  represents the series average. Equations (1) and (2) are 
the consequence of the stationary property.  
    The correlation structure presented by a time series, 
associated to an autoregressive model for observations 
separated k units of time is given by the following 
autocorrelation function: 
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Where kρ  represents the autocorrelation for data of the 
series separated k units of time. From initial conditions that 
meet this equation in differences, the following possible 
behaviors are presented: exponential decay or sinusoidal 
decay. The former allows determining whether a series is 
stationary or not. 
    Methodology  of BJ meets the following stages: 

a) Identification of a possible model within the kind 
of ARIMA models. Thus, it is determined whether the series 
is stationary or not. In the case of an observed series is not 
stationary, the Operator Difference 1−−=∇ ttt zzz  is 
applied the times that are necessary to reach stationarity. To 
avoid over differentiation, the variance of the new series is 
obtained selecting the lowest variance. In case a series is 
stationary in the middle level, but its dispersion increases or 
decreases, then, a transformation, generally logarithmic, 
shall be applied in order to stabilize the variance.  

Given a stationary series, the behavior pattern of the 
autocorrelation function and the partial autocorrelation 
function indicates the possible number of φ  parameters that 
the model shall have. 

In addition to the presence of stationarity in a temporary 
series, another property is required in the ARIMA models, 
which is called invertibility; this property allows the 
representation of the series as an autoregressive model of 
infinite extension that meets the following condition: 
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The former allows that taking a finite number of terms, a 

satisfactory expression of the form (1) for the series is 
obtained. 

b) Estimation of the parameters involved in the model, 
through non-linear estimation techniques. 

c) Verification that the model provides an adequate 
adjustment and that the basic suppositions implicit in the 
model are met. 

d) Use of the model. 
In this paper, the TS of data that appear in [3] with the 

name of Series A, B, C, D, E, F, and G were used. From 
these models, when treating the G series with the BJ 
methodology, a linear expression of the (1) form is not 
found, and, in addition, it presents growing variance; 
therefore, it is necessary to apply a logarithmic 
transformation to stabilize its variance. It is important to 
mention that with our proposal all the former problems can 
be satisfactorily solved. 

III. SELF ADAPTIVE GENETIC ALGORITHMS. 
John Holland developed GA [12], which was inspired by 

the basic principles that rule the evolution of the species. 
They have been successfully used in the resolution of many 
problems [9],[17], and in order to apply them we require: a 
genetic representation of the individual, a way to create an 
initial population, a function of performance that revises 
how adapted to the environment the individual is, and he is 
separated by a procedure called selection according to its 
performance, the genetic operators that alter the structure of 
population and the value of the various parameters that are 
required by the algorithm. 

In our proposal the individuals will be vectors of real 
components. The initial population will be created at 
random. The performance functions in every stage of the 
aforementioned will be the functions to optimize according 
to the problem in question. In this work, the function Root 
of the Sum of Square Errors (RSSE) is used, but this can be 
changed by other function. The tournament selection [18] is 
the procedure of selection that will be used; additionally, in 
order to avoid the problem of premature convergence, it is 
established that in every population only ten copies of the 
best individual can be. Multiple crossing and mutation will 
be the genetic operators. The parameters that we are going 
to use will be the size of the population, probability of 
individual crossing, repetition of crossing, probability of 
individual mutation, and repetition of mutation. The 
aforementioned is necessary because in our model the 
probability of crossing and mutation will be characteristics 
of every individual (not of the population as in the GA), and 
moreover, it is considered that crossing and mutation can be 
multiple, that is to say, they can act several times in the same 
individual. Individual crossing will be executed 
interchanging the components and the mutation of a 
component of an individual that will be carried out changing 



 
 

 

the value of the individual crossing between set limits at 
random. 

SAGA algorithms were developed by Thomas Back 
[1],[2] and have the characteristics that they automatically 
look for the best parameters for their operation. In our case, 
the population size will be fixed and equal to one hundred, 
and we will use the following four auto adaptable 
parameters: the probability of individual crossing that varies 
in the interval [0.5,0.95], repetition of crossing in [1.0, 4.0], 
probability of individual mutation that varies in [0.5,0.85], 
and repetition of mutation in [1.0,5.0].  The individuals in 
our problems will be proposals of solution for our problems 
and, additionally, they will have four more components 
where the values of the auto adaptable parameters are 
represented. The way to operate with these parameters is 
similar to the way presented in [1],[2], taking the respective 
averages as the case may be. A binary version of this 
algorithm was successfully used by one of the authors of this 
paper in other problems [7],[8],[16],[19], and, according to 
the bibliographic review, this version is original. 

Main disadvantage with the utilization of SAGA is the 
higher computer cost as compared to traditional versions, 
but the gain that we have is that with the same code we can 
automatically solve every problem of the linear modeling of 
the NN3 series, without the need to adjust the parameters for 
every one. 

Regarding the way in which SAGA algorithms are going 
to be used, we can group them in three stages. In the first 
stage, they will be used to explore the space of solutions and 
to determine which variables are the most important for the 
problem in question. In the second stage, they will be 
applied to find solutions taking into account only the 
variables that are important for the problem, and finally, in 
the third stage, the best solutions will be tuned up. It may be 
observed that in every one of the stages, the target function 
to minimize is RSSE  and what it changes in every stage is 
the variable to consider and the limits of those variables.  

IV. PROPOSED ALGORITHMS. 
The proposed algorithms are developed taking into 

account the RSSE as the function to minimize, but they can 
be extended to use another measure of approximation among 
the series. 

The first algorithm that we built was based on the BJ 
methodology, and for the first stage, what we first did was to 
decide with which series we were going to work, among the 
original series, the first differences, the second differences, 
or, in our case, we included the possibility to work with 
third differences. To decide this, we chose the one with the 
minimum variance to be sure that it will be a stationary 
series. Once we have decided with which series we were 
going to work, we estimated how many terms are necessary 
for the linear approximation of the chosen series considering 
the autocorrelation function. Thus, we consider every term 
between two consecutive maximums of this function. With 

the former information, we built the limits for the intervals 
of the coefficients of the chosen series for which we took all 
of them in [-1,1], except the independent term whose limits 
were estimated between zero and the average value of the 
series. The motivation to establish these limits is obtained 
from the equations (2). Later on, we made ten repetitions of 
five hundred iterations each one of SAGA, and with every 
result we built a solution averaging the sum of the absolute 
values of  the components of the ten results. This gave us 
information about the most important components because 
these ones will be the ones that have the greatest values in 
the solution. 

For the second stage, the components of the former 
solution are ordered in descending order, and a certain 
numbers established beforehand are chosen (generally, for 
our case is four). With the chosen components and the same 
limits established beforehand, five executions of SAGA are 
carried out, taking as stop criterion that in the former two 
hundred and fifty iterations the optimum did not change, and 
from this five executions, the best result is taken. 

For the last stage, a solution for the original series is built 
with the former result, and with this result new limits are 
built, taking every variable of the solution in a vicinity of 
radius one. Here we performed another five SAGA 
executions similar to the ones of the former paragraph, and 
finally, the best result of these five executions is taken, and 
the very small terms are discarded. It should be noted that in 
this case, it is possible that the solutions we get have more 
than four terms. 

The second algorithm uses the BJ methodology only to 
estimate how many terms are necessary for the linear 
approximation of the stationary series, and with this, the 
number of terms that are used for the approximation of the 
original series are estimated. From now on, the stages of the 
former algorithm are repeated taking the limits of all the 
coefficients in [-1,1], and always working with the original 
series. There is not a result that justifies the use of these 
limits, except the fact that in some cases the results obtained 
are better than the ones obtained with the initial algorithm. 
As an example of this we have that in five of the eleven 
examples of NN3-REDUCED this algorithm had better 
performance than the one formerly presented. 

V. COMPARITION WITH BOX-JENKINS. 
To be able to properly compare our work with the 

examples treated by BJ, we took the results of the models of 
Table 7.13 on page 239 from [3], and applying the property 
of invertivility we proceeded to obtain expressions of the 
form (1) that appear in TABLE I. 

In that table, are  the expressions for the model estimated 
by our algorithms ( OA) when we ask to find a linear model 
with the same number of terms and always choosing the best 
result. Additionally, we present the values of RSSE for both 
models. From these, we conclude that the results are similar, 
but with the advantage that our algorithms are totally 



 
 

 

automated and they do not require the application of a 
previous stage of data pre-processing. Next, we present the 
results of NN3-REDUCED.  

 

 
 

In Fig. 1. we show the graphic of Serie G. 
 

 
Fig. 1. Serie G 

 

VI. RESULTS OF NN3-REDUCED. 
With the two algorithms that we developed, we perform 

fifty executions of every one in every example of NN3-
REDUCED, looking for linear models with four terms. In 
TABLE II we show the results of the linear expressions as 
well as the estimation of RSSE. 

After revising the behavior of the fifty solutions of these 
examples, we concluded that we only need five executions 
to obtain satisfactory results. Therefore, for the examples of 
the NN3 complete series, we only carried out five 
executions with every algorithm and chose the best of them. 
The results of all NN3 examples are not presented in this 
work. 

 

 
 

On the other hand is important to state that in some cases 
the solution of the other algorithm has better visual behavior 
that the optimum (see Fig. 2. and 3.), as in the example 110 
of NN3. 

 

 
Fig. 2. Example 110 with the first Algorithm (RSSE=18593.279) 

 

 
Fig. 3. Example 110 with the second Algorithm (RSSE=20055.177) and       

Linear Model   
321 2706.02498.03920.09999.1 −−− +++= tttt zzzz

 
In Fig. 4. to Fig. 13. we show the graphics of results. 



 
 

 

 
Fig. 4. Example 101 

 

 
Fig. 5. Example 102 

 

 
Fig. 6. Example 103 

 

 
Fig. 7. Example 104 

 
Fig. 8. Example 105 

 

 
Fig.9. Example 106 

 

 
Fig. 10. Example 107 

 

 
Fig. 11. Example 108 



 
 

 

 
Fig. 12. Example 109 

 

 
Fig. 13. Example 111 

VII. CONCLUSIONS. 
In this work we built two algorithms that allow the fully 

automated construction of TS linear models, with a certain 
number of terms set beforehand with satisfactory results. 
Moreover, our proposal allows treating series that show 
trends and variances that change with time, which in general 
the BJ methodology cannot treat. 

The fact that we can establish beforehand the number of 
terms that are required in the linear approximation allows 
better versatility in the accuracy of the approximation, 
because when the number of terms is greater, the accuracy 
obtained is greater too. On the other hand, the fact that we 
have solutions from two algorithms allows us to choose 
from the two approximations to the series the one that is 
better for our interests. 

The efficiency and accuracy of these algorithms can be 
improved in the future, carrying out tests to establish smaller 
intervals of auto adaptable parameters and modifying the 
final stage applying some local optimization algorithm based 
in the trajectories.  

We are planning to investigate in the future under which 
theoretical conditions we can conclude that the second 
algorithm has better behavior than the first one. 
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